Summary—Information Cascades in the Laboratory
By Anderson and Holt

This experiment is basically to test the existence of information cascade and what individuals base to make a decision. 

Key terms in the article:

Information cascade: An event when the initial decisions coincide in a way that it is optimal for each of the subsequent individuals to ignore his or her own private signal and follow the established pattern.

Reverse cascade: initial misrepresentative signals start a chain of incorrect decisions that is not broken by more representative signals later.

Example: in financial market: early traders may not have the inside information(other followers incorrectly infer they have revealed their private information( all go bust.

Possible explanations for decision conformity observed in the real life:
i) Bayesian theorem: Individuals calculate the posterior probability given the previous actions and his or her own private signal.

ii) Psychology: choosing the same actions to maintain the “status quo”

iii) Social preference theory: People derive positive utility from sticking with the group, and averse to the risk of standing alone—“I would rather be wrong with every body else; it would be a shame to be only one making incorrect decision”

.

However, the latter two (interpersonal factors) have been minimised in the experiment:
The setting and procedure of the experiment is as follows.

-There are 2 urns, “urn A” and “urn B”; urn A contains two marbles with label a and one with label b. Likewise, urn B contains two marbles with label b and one marble with label a. 


-Therefore, the prior probability of getting “a” or “b” is = .5 (i.e. 3 a’s / 3 a’s + 3 b’s


-The posterior probability of “a” given Urn A is 2/3 (i.e. p(a/Urn A) = 2/3)


-P (Urn A) = P (Urn B) = .5 


-Participants paid $5 for participation, and $2 for each correct decision (i.e. guessing the right urn).

-For each period, there are 6 persons who have to make decisions and one monitor (who ensures that the instructions and procedures are followed)
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Information cascade formed: requires an imbalance of two decisions in one direction 

(i.e. A, A in this case)

Reversed cascade formed!

This guy didn’t follow the cascade ( didin’t follow Bayesian updating)

-He is not necessarily wrong because the first two guys could hav e 

made mistake.

-He didn’t break the cascade in this case.


Result: the below table depicts some general phenomena that took place in the experiment
(capital letters = action taken, small letters = signals received)
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Key findings:

-Information cascades develop consistently in the experiment. Over all 12 sessions, cascades formed in 87 of 122 periods in which they were possible,

-There were approximately half as many reverse cascades as there were normal cascades.
-Most individuals used information efficiently and followed the decision of others when it was rational (i.e. following the cascade)
-A few relied to their own private signals and decided to ignore the established pattern (possibly due to the existence of error) 
